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Curve of Regression

Definition( Recall): Let (X,Y) be a
2-dimensional random variable. The graph
of the mean value of Y given X = X, denoted
by 14, 15 called the curve of regression

of Y on X.
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Linear Curve of Regression

Assumption:
X 1S a mathematical variable rather random variable.

Example: Suppose we are developing a model to describe

the temperature of the dept water in the sea. Since

temperature depends in part on the depth of the water, 2
variables are involved; X=depth, Y=temperature. We are not
Interested in making inferences on the depth of the water. With
X(depth) fixed, the temperature measurements(Y) at different
places (of depth X) varies.

BITS Pilani, K K Birla Goa Campus



Linear Curve of Regression

In the graph of ,,, here Y depends on X and is called

the dependent or response variable. The variable X
whose value is used to help predict the behaviour of Y |,
IS called the independent or predictor variable or the
regressor.

Sometimes the values of X used can be preselected and in this
case the study is said to be controlled, otherwise it is called

observational study.
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Linear Curve of Regression

Linear Curve of Regression of Y on X Is given by
Hyx = o+ BX By B € R

[, denotes the intercept and
[, denotes the slope of the regression line.

We need to estimate the value of S, and £,.
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Linear Curve of Regression

Let x,, X,,..., X, be n values of X (these points are assumed
to be measured without error) We are concerned with the n

random variables,
Y |X1,Y |X2 Y

X, °

A random variable varies about its mean value.
Let E =Y |, —u

=2 |xi = Ei T :uY|X.
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Linear Curve of Regression

We assume that the random difference E; has mean 0.

Since we are assuming that the regression is linear we can

conclude that

My, = Py + BiX
Therefore,
Y. = B, + B x + E.|—> Simple Linear Regression Model

where Y, =Y|

where E; Is assumed to be a random variable with mean O.
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Linear Curve of Regression

So now we have a data consisting of a collection of

n pairs (x;,y.), where x. 1s an observed value of the
variable X andy. Is the corresponding observation

for the random variable Y.. The observed value usually
differs from its mean value by some random amount.
This idea I1s mathematically expressed by writing

Yi = Po+ PiX + &
g, corresponds to E; when Y. takes valuey.
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Linear Curve of Regression

We draw a scattergram (plot of the points in the
xy-planes) and if a linear regression Is applicable,

t
0

ne points should exhibit a linear trend. Since we
o not know the true values for g, and S,, we

S

nall not know the true value for g, (vertical distance

from the point (x., y.) to the regression line).
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Scatter Diagram

Hours Test
Studied x Score y
4 31
9 58
10 65
14 73
4 37
7 44
12 60
22 91
1 21
17 84

Test score

Scatter Plot

100 -

10 -

0O 5 10 15 20 25

Hours studied

Figure 1: Data on hours studied and test scores
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Linear Curve of Regression

Let b, and b, denote the estimates of [, and S, respectively.
The estimated line of regression takes the form

:[‘Y|x = bo T b1X
Let e be the vertical distance from a point (x.,y.) to the
estimated regression line, then each data point satisfies the
equation y. =h,+bx +e
The term e, is called the residual or residual error.
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Least-squares Estimation

The parameters 3, and S, are estimated by
method of least squares. In the sense that,
from the many lines that can be drawn through
a scatter diagram, we wish to pick the one that
"best fits" the data. The fit is "best" when the
chosen values of b, and b, minimizes the sum
of the squares of the residuals. In this way we
are picking the line that comes as close as
possible to all the data points simultaneously.
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Sum of squares of errors (SSE)

SSE = Zn: e’ :Zn: (y, —b, —bx,)". Now,

a(§SE) = —22 (y; —b, —b,x;) =0 and
0
8(SSE) = —ZZ (y; —by—bx;)x; =0
l
Zn:yi = nb, +b, : X,
— ' = (Normal equations)

Zn: XiYi = bozn: Xi + blzn: Xi2
i=1 i=1 i=1

Solving which gives b, and b,, the estimates of g,and ..
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Least-Squares estimates and
estimators

The least-squarea estimate for g, and S, are given by,

e

P =

| =

=1 =1

nZXiYi _ZXiZYi
_ i

8y,

2

and B, =b, = y—bX|

The respective estimators are given by

1

e

p, =

=1 =1

nzn: X.Y: — Zn: X. Zn:Yi
— =1

(2,

2

e

and B, = B, =Y —BX|
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Estimation of Linear regression lline
and conditional random variable

The least-squares estimator for the linear

regression line is | u,, =b, +b,x | and the

estimator for the random variable Y given

X is |Yx = ;:le =b, + b x.

|
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Problem

Question:
Given that: n=10, » x, =16.75, » x’ =28.64,

>y, =170, > y7 =2898, > xy, =285.625,
Estimate the linear regression equation
My, = B, + Bx and estimate Y when x = 2.
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Model Assumptions:

Recall that a simple linear regression model is given by

Y; =By + BX +E

We now assume the followings:
(1) The random variables Y. are independently and normally

distributed.

(2) The mean of Y, Is B, + B,X

(3) The variance of Y; is o°

In otherwords:

Y, ~N(u=pfy+B%,0°)

< E ~N(0,6°%)
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Properties
1. é(xi—f):o
2. z (% - X)(Y, -V ) = Z (x, - X)Y.

N é(xi _Y)(Yi _Y_): (nlzn; XY, —iZZ; xiizn;Yij

n

4. Zn: (x, —X)* = Zn: (x, — X)X,

g (5]

n

5. Zn:(xi —-X)? =
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Distribution Of B,

Here we show that B, 1s normally distributed with mean S, and

variance =— o .

Z(Xi_y)2
anY—(ij{ZYj Y (=)0 —Y) D% -,
nzn: X2 —(Zn: xij ”Zn:(xi ~X)° Zn:(xi ~X)*
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Since, E(Y,) = 8, + Bx, = E[B,] =2

—

Distribution Of B,

Zn: (Xi - Y)(,Bo T ﬂlxi)

Zn: (Xi - Y)Z

Zn:(xi _Y):Bo "'ﬂlzn:(xi _Y)Xi

E[Bl] == ! =

Zn: (Xi o Y)Z

(by summation properties 1 and 4)

—

B, Is an unbiased estimator of 5.
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Distribution Of B,

[ n

Z (Xi o Y)Yi

Var B, = Var| =
2 (% =X)’
| =l

2

i(& -X)*

1

i(& -X)* |

1

i(xi o 7)2

= 1 {Zn:Var(xi —Y)Yi}

— i (Xi — Y)ZVar(Yi )

2

Var{

i (Xi o Y)Yi }

1=1
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Distribution Of B, =%

Since variance of Y, is assumed to be o° for each i, So

Var B, =| — = Zn:(xi —X)’c?® =— o
Z(Xi _Y)Z = Z(Xi _7)2
Bl ~ N ﬂl’ n 02
Z(Xi _7)2
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Distribution of B,

Note that: Cov(Y,B,)=0 [see Ex. 14].

Since, B, =Y - B,X and which is a linear combination

of independent normal random variables, and therefore
IS itself normally distributed.

E[B,]= E[Y - B,X ] = E{Y”YZ :"”LY” _B,X }

_ {(,BO + BX )+ (By + BX,) + .+ (B, + ,len)}_ %5

n

= Po + XP, = XP, = By

. |B, Is an unbiased estimator for g,.

|
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Distribution of B,

The variance of B, Is given by
Var B, = Var[Y - B,X] = Var[Y ]+ Xx*Var[B,]

n
2 <\ 2 2 _2
o X, —X)> +nX’c
:G_2+ 7262 _ ;( [ )
N . <\ 2 . <\ 2
Y. (X, =X) Ny (x,—X)
i=1 =1
L —2 —2 o
> x{-nx +nx > X
_ 2 i=1 . 2 i—1
= O | - : —e) n| :
Ny (X —X) Ny (x,—X)
i=1 =1
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Distribution of B,

Distribution of B,

Pos c°




Estimator for o*

Estimator for o° is given by,

~, OSSE
" =——
n-2

SZ

Note: We divide by (n-2) so that S° becomes
an unbiased estimator for o °.

SSE = > (Y, - B, — B,x;)"
=1
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Notations

5. =05 -7 (4) B, = ::
(5) SSE =S, —BS,,
2)S,= (Y, V) (6) o2 =a2/S,,
s
(3)S, =2<xi B A HnSXX
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Confidence interval estimation
and Hypothesis testing

Inferences about Slope:

A regresion line is said to be significant if we have sufficient
evidence to conclude that the slope of the the true regression
line IS not zero.

Null hypothesis H, : B, =0.
2
Since B, ~ N (ﬁl, g— j

XX

B~/ is standard normal.
olS,,

|
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Confidence interval estimation
and Hypothesis testing

(n-2)S? SSE
02 CTZ

follows y* distribution with (n-2) degrees of freedom.

Note: The random variable

Therefore, we have

Bl_ﬁl_ B ’Bl (G/r)
S\/S, (n-2)S%/c5%(n-2)

has a T -distribution with (n-2) degrees of freedom.

|
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Confidence interval estimation for j,

100(1- )% Confidence interval for g, :
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Hypothesis testing on S,

(Type-1): H,:B, =B, (known value)
H,: B, > B
(called Right -tailed test)
Example (Type-2): H,: 3, = B,
H,: B, < By
(called Left-tailed test)
Example (Type-3): H,: B, = B,

Hy: B, # By
(called Two-tailed test)
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Hypothesis testing on S,

Alternative Critical Region:
hypothesis
pi< By’ C=H{Thp: Thp<-1,}
By >p,° C={Tho: Thp >t}
B =B’ Co{Tna: Tho< -tgorT o> 1y}

T _ Bl_ﬂlo

YN

T est statistic:
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Inferences about Intercept R

BONN[ﬁO’ j

Then, the random variable

By, — B,

Thus B, — Fo follows T -distribution

e

with (n—2) degrees of freedom.

Is standard normal.
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100(1- )% Confidence interval for g, :

Confidence interval estimation for 3,

Z X{ Z X{
\/nS \/nS

]
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Hypothesis testing on S,

(Type-1): H,: B, =B, (known value)
H,: By > By
(called Right -tailed test)
Example (Type-2): H,: B, = B,°
H,:p, < :Boo
(called Left-tailed test)
Example (Type-3): H,: 8, = B,

Hi: By = Bo
(called Two-tailed test)
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Hypothesis testing on S,

Alternative Critical Region:
hypothesis
Bo< By’ C={Tno: Thp<-t,}
Bo >By’ C={Tho: Thp >t}
Bo # By’ Co{Tna: Tho< -tgorT o> 1y}
Bo - :800

Test statistic: |T,_, =

{S Zn:xfj/ ns,
=1
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Problem

Givenn=10, > x, =16.75, > y, =170,
1=1 i=1

S x?=28.64, 3 y?=2898, 3 xy, = 285.625
i=1 i=1 i=1

(a) Estimate the linear regression equation, also
estimate the average value of y when x = 2.

(b) Obtain 99% confidence interval for 3,

(c) Test the hypothesis:5, =0 at 1% level.
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Solution

3]
X. 2
N | 6.75
S, =) x’-~= = 28.64 ( ) =0.584
=1 n
n Z XIZ yl
S.,=» Xy - 1= =0.875
Xy — |y| n
Similarly, S, =8
S
oo By = Sxy =1.498, B,=Yy+B,X=14.49

XX

e N

.Y =4, =145+1.5x| and hence when x =2, g, =17.5
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Solution

Confidence Interval for g, : B, £ t_,,

2
SSE =S5, - (55) = 6.69

XX

S = ,/SSE =0.914
n—2

t ,, =3.355 corresponding to (n - 2).
-. 99% Confidence interval =[7.7,21.3]
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Solution

H,:B8,=0
H,:B,#0

a=0.01

t ., = =1.25

" S/f

t ,, at 0.01 level with (n-2) degrees of freedom
IS 3.355 >1.25, therefore we accept H,.
So the regression line is not significant.

|
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Inferences about Estimated Mean

The point estimate for u,, , Is given by

{1y, =By +Bx=(Y —B,X)+ BX

= iy, =Y + B (x—-X)

Since Y and B,are both normally distributed
which implies x4, is normal.
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Distribution of u,,

E(:LA[Y|X) = E(Bo) T XE(Bl) = [+ BX= Hy),

—| 4, isan unbiased estimator of 1, .

Var(i, ) =Var[Y +B,(x—X)] = Var(Y) +(x-X)’ ‘S’—z
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Inferences about Estimated Mean

e

My, = Hy,

0\/1+(X_Y)2
N S

XX

Since IS standard Normal.

ﬁwx — Hy,
o\ 2
S\/1+(X X)

N

the random variable

XX

follows T -distribution with (n—2) degrees of freedom.
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Confidence Interval on g,

100(1- x)% Confidence interval for g,

1+(X—Y)2

/:ZY|X _taIZSN

n S

XX

1+(X—Y)2_

’ /:ZY|X +ta/28\

n S,

BITS Pilani, K K Birla Goa Campus



Problem

Givenn =10, > x, =16.75, > y, =170,
1=1 i=1

S x2=28.64, 3 y?=2898 3 xy, = 285.625
i=1 i=1 i=1

(a) Find 90% confidence interval for x,, .

(b) Obtain 99% confidence interval for S,
(c) Test the hypothesis:5, =14.5 at 1% level.
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Solution

Confidence Interval on ,, Is given by,

. 1 (x=X)°
ﬂvxita/zs\/n"' S

XX

X-X=2-1.675=0.325 S, =0.584, S =0.914,
fiy, -, =175,

n=10,t , =1.860

. 90% Confidence interval=[16.59,18.402].
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